Theoretical analysis of dynamic force spectroscopy experiments on ligand–receptor complexes
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Abstract

The forced rupture of single chemical bonds in biomolecular compounds (e.g. ligand–receptor systems) as observed in dynamic force spectroscopy experiments is addressed. Under the assumption that the probability of bond rupture depends only on the instantaneously acting force, a data collapse onto a single master curve is predicted. For rupture data obtained experimentally by dynamic AFM force spectroscopy of a ligand–receptor bond between a DNA and a regulatory protein we do not find such a collapse. We conclude that the above mentioned, generally accepted assumption is not satisfied and we discuss possible explanations.
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1. Introduction

The specific binding of a ligand molecule to a receptor protein is an essential functional principle of molecular recognition processes and many biotechnological applications. The invention (Binnig et al., 1986) and continuous refinement (Meyer and Amer, 1988; Alexander et al., 1989) of atomic force microscopy (AFM) together with other related techniques (see Section 2 in Merkel, 2001) has led to a tremendous progress in our abilities to experimentally observe such single molecule binding and dissociation events (Floin et al., 1994; Dammer et al., 1996; Rief and Grabuiller, 2001). The interpretation of the experimental data represents a theoretical challenge of foremost importance not only for our understanding of the basic biophysical principles at work but also for the purpose of controlling and manipulating the stability and decay of specific chemical bonds in biotechnological contexts.

The basic principle of dynamic AFM force spectroscopy is schematically sketched in Fig. 1: a single chemical bond of interest, e.g. in a ligand–receptor complex, is connected via two linker molecules with the tip of an AFM cantilever and a piezoelectric element. The latter is employed for “pulling down” the attached linker molecule at some constant velocity which in turn leads to an elastic reaction force of the cantilever, determined from the deflection of a laser beam. The main quantity of interest is the magnitude of the force at the moment when the bond breaks.
Important examples of such AFM spectroscopic investigations of molecular compounds with a "small" ligand "docking" into a binding pocket of a "large" protein macromolecule (receptor) include the receptors avidin or streptavidin and the ligands biotin or biotin analogs (Florin et al., 1994; Lee et al., 1994; Moy et al., 1994; Chilcott et al., 1995; Lo et al., 1995) and antigen–antibody complexes (Dammer et al., 1996; Hinterdorfer et al., 1996; Allen et al., 1997; Schlesinger et al., 2000), to name but a few.

The theoretical interpretation of the observed rupture forces is a non-trivial task: upon repeating the same experiment with the same pulling velocity, the rupture forces are found to be distributed over a wide range. Furthermore, for different pulling velocities different such distributions are obtained. Hence, neither a single rupture event nor the average rupture force at any fixed pulling velocity can serve as a meaningful characteristics quantity of a given chemical bond strength. The main breakthrough in solving the puzzle came with the hallmark 1997 paper by Evans and Ritchie—a precursor being due to Bell (1978)—recognizing that a forced bond rupture event is a thermally activated decay of a metastable state that can be described within the general framework of Kramers reaction rate theory (Kramers, 1940; Hänggi et al., 1990; Fleming and Hänggi, 1993; Talkner and Hänggi, 1995).

While Evans and Ritchie’s original theoretical approach has been extended and refined in several important directions (Rief et al., 1998; Shilcock and Seifert, 1998; Merkel et al., 1999; Strunz et al., 2000; Heymann and Grubmüller, 2000; Seifert, 2000; Evans, 2001; Nguyen-Duong et al., 2003), the essential physical picture has remained unchanged and has been the basis for evaluating the observed rupture data of all experimental investigations ever since (Merkel, 2001; Evans, 2001). In our present work, we critically reconsider the two most basic assumptions of this standard approach. In Section 2, we carefully discuss the content of these two fundamental assumptions. In Section 3, we draw our main conclusion, namely a collapse onto a single master curve for a quantity which follows immediately from the experimentally observed rupture data. In Section 4, we discuss as an application of this collapse an optimized method of data analysis and illustrate it for an "idealized" numerically generated set of rupture data in Section 5. In Section 6, we proceed to "real" experimentally obtained rupture data, finding that they are incompatible with one of the two fundamental assumptions from Section 2. In Section 7, possible reasons for this incompatibility are addressed.

2. Fundamental assumptions

2.1. First assumption

Following Evans and Ritchie (1997), a rupture event is viewed (Merkel, 2001; Evans, 2001) as a thermally activated decay of a metastable state governed by a reaction kinetics of the form

$$\frac{dp(t)}{dt} = -k(t)p(t),$$

where $p(t)$ is the probability of bond survival up to time $t$ and $k(t)$ the rate of decay in the presence of a pulling force $f$.

Bond re-formation in the presence of the force $f$ is exponentially suppressed and therefore neglected in Eq. (1) (Merkel, 2001; Evans, 2001). The only further assumption implicit in (1) is that the probability of bond rupture depends only on the instantaneous acting force, not on the past history. In particular, an independence on the force protocol $f(t)$ for times $t' < t$ is assumed, including the instantaneous "speed" $df(t)/dt$. The justification is that intramolecular ther-
mal relaxation processes into the “accompanying” metastable equilibrium are much faster than the time scale on which the applied force $f(t)$ significantly changes (Evans and Ritchie, 1997, 1999; Merkel, 2001; Evans, 2001).

Describing the dissociation of a chemical bond in the absence of an external force $f$ in terms of a reaction rate across some activation barrier is very common and well established. In the same spirit, it is indeed suggestive that also in the presence of an external bias force such a rate description remains valid at least for not too strong and not too quickly varying forces. In particular, such a rate description is by no means restricted to processes that involve only a single relevant chemical reaction coordinate (Hänggi et al., 1990).

### 2.2. Second assumption

The instantaneous force $f(t)$ acting on the chemical bond according to (1) is assumed to depend solely on the instantaneous position $s(t)$ of the piezo’s upper surface in Fig. 1, i.e. there exists a function $f_0(s)$, called the force-extension characteristics, such that

$$f(t) = f_0(s(t)).$$

Here and in the following, the origin of time and space is tacitly chosen such that at $t = 0$ we have $s = 0$ and $f = 0$. In the most common case, to which we restrict ourselves throughout this paper, the position $s$ of the piezo moves “downward” with some constant velocity $v$, i.e.

$$s = v t.$$

In this case, the basic assumption in (2) is tantamount to the independence of the force-extension characteristics $f_0(s)$ on the pulling velocity $v$.

This assumption is by no means obviously satisfied in a real experimental system. First of all, it may be difficult to carry out the required large number of rupture measurements with always the same linker molecules and the same cantilever. Therefore it is not obvious that the elastic properties of cantilever and linkers in Fig. 1 are (practically) identical even for a subset of rupture measurements obtained at the same pulling velocity $v$. Second, when proceeding to increasingly larger pulling velocities, there is no a priori reason why the linker molecules should not behave, for instance, in an increasingly “stiffer” way.

On the other hand, the assumption can be easily checked by verifying that the deflection of the laser beam in Fig. 1 solely depends on the instantaneous position $s(t)$ of the piezo, i.e. does not change upon repeating the same experiment nor upon changing the pulling velocity $v$. In doing so, one exploits that the force acting on the chemical bond is identical to the elastic force of the cantilever due to Newton’s law “actio = reactio”. Indeed, the applied force cannot get “lost” or “internally dissipated” since friction caused by the environmental fluid and inertia effects of all the moving pieces in Fig. 1 can safely be neglected under realistic experimental conditions (Evans, 2001).

Note that in general the force $f_0(s)$ will be a non-linear function of the elongation $s$ due to a non-linear force-extension characteristics (Evans and Ritchie, 1999) of one or several of the elastic elements (cantilever, linkers, ligand, receptor) acting in series in Fig. 1.

We finally remark that in order to extract interesting information out of experimentally measured rupture data, one usually needs to make further assumptions on the functional form of the rate $k(f)$ in (1) (Merkel, 2001; Evans and Ritchie, 1997; Evans, 2001). However, for the main part of our present paper, no such additional assumptions are required.

### 3. Main conclusion

Due to the postulated independence of $f_0(s)$ on how $s$ changes in time, we may temporarily consider $s$ as a time-independent parameter to conclude that the force $f_0(s)$ is a strictly monotonic function of the displacement $s$. Hence the inverse function $f_0^{-1}(f)$ is well defined for all forces $f$ that may play a role in a real experiment. Consequently, by introducing (2) and (3) into (1) and then going over from time $t$ to force $f$ as independent variable, one can infer that

$$\frac{dp_b(f)}{df} = -\frac{1}{v f_d(f) f_0^{-1}(f)} p_b(f),$$

where $p_b(f(t)) := p(t)$ is the probability of bond survival up to a pulling force $f$ at an arbitrary but fixed pulling velocity $v$. With the initial condition $p(t = 0) = 1$...
4. Optimized data analysis

Given a set of \( N_v \) rupture forces \( f_{v,n} \), \( n = 1, \ldots, N_v \), at a fixed pulling velocity \( v \), the best estimate for \( p_v(f) \) that can be inferred from these data is

\[
\hat{p}_v(f) = \frac{1}{N_v} \sum_{n=1}^{N_v} \Theta(f_{v,n} - f), \tag{7}
\]

where \( \Theta(x) \) is the Heaviside step function. Here and in the following, a tilde indicates an estimate for the corresponding "true" quantity without tilde, towards which it converges for \( N_v \rightarrow \infty \). For instance, from (7) one can go on to determine the associated estimate

\[
\tilde{g}_v(f) := -v \ln \hat{p}_v(f) \tag{8}
\]

for the "true" function \( g(f) \) in (5), (6). Let us now consider an arbitrary but fixed \( f > 0 \). Then, for each pulling velocity \( v \) an estimate \( \tilde{g}_v(f) \) for the "true" \( g(f) \) follows from Eqs. (7) and (8). Its reliability is quantified by some variance \( \sigma^2_{\tilde{g}_v(f)} \). With this amount of information at our disposition, according to the so-called method of weighted averages (Taylor, 1982), the best guess for the "true" \( g(f) \) is represented by that argument \( s \) which minimizes the weighted sum of square deviations \( \sum_s \{s - \tilde{g}_v(f)\}^2 / \sigma^2_{\tilde{g}_v(f)} \), where \( \sum_s \) indicates a summation over all pulling velocities \( v \). Referring to Evstigneev and Reimann (2003) for the calculational details, one can show that this best guess for \( g(f) \) is given by the weighted average

\[
\tilde{g}(f) = \sum_v c_v(f) \tilde{g}_v(f), \tag{9}
\]

\[
c_v(f) := \frac{N_v \tilde{g}_v^2(f) e^{\tilde{g}_v(f)/v}}{v^2 \left[1 - e^{\tilde{g}_v(f)/v}\right]^2} \tilde{g}_v(f), \tag{10}
\]

\[
\sigma^2_{\tilde{g}(f)} := \left( \sum_v N_v \tilde{g}_v^2(f) e^{\tilde{g}_v(f)/v} \right) -1. \tag{11}
\]

Note that (9) together with (10), (11) represents a transcendental equation for \( \tilde{g}(f) \), which needs to be numerically solved. The result is an estimate \( \tilde{g}(f) \) for the "true" function \( g(f) \) in (6) together with its statistical uncertainty (11).

5. Illustration for numerically generated data

In order to illustrate the general concepts from Sections 3 and 4, we generated rupture data by means of a numerical computer simulation of an actual experiment. To this end, we have assumed for the rate \( k(f) \) in (1) the following standard functional form (Bell, 1978; Evans and Ritchie, 1997)

\[
k(f) = k_0 \exp[a \ f] \tag{12}
\]

with the typical values of the rupture parameters (Merkel, 2001)

\[
k_0 = 1 \times 10^{-3}, \quad a = 0.1 \ \text{pN}^{-1}. \tag{13}
\]

Regarding the force-extension characteristics \( f_0(s) \) in (2), we focussed on the simplest case of a linear relation

\[
f_0(s) = s \tag{14}
\]
The function $\tilde{g}(f)$ is rather good over a wide range of pulling forces $f$. Also the estimate $\tilde{g}(f)$ for the “true” function $g(f)$ in (6) is rather good over a wide range of pulling forces $f$.

6. Application to experimental data

Next we turn to rupture data of the specific ligand–receptor bond between DNA and a regulatory protein observed experimentally by dynamic AFM force spectroscopy. For a more detailed discussion of the experiment itself we refer to the original publication by Bartels et al. (2003), see also of the present special issue.

In Fig. 3, we show the result of evaluating these experimentally obtained rupture data in exactly the same manner as the numerically generated data in Section 5. The main conclusion is that the functions $\tilde{g}_v(f)$ for different pulling velocities $v$ do not collapse within their statistical and experimental uncertainties onto a single master curve: we are not dealing with some minute divergences but with a disagreement by two orders of magnitude upon variation of the pulling velocity over a similar range. We also evaluated along the same lines the rupture force data on protein A–immunoglobulin G complexes (Nguyen-Duong et al., 2003; Merkel, 2003) with a similar result.

An obvious first guess of why no data collapse to a single master curve is observed is that the second assumption from Section 2, encapsulated by Eq. (2), may be violated. Accordingly, in Fig. 4, we have plotted the experimentally measured force-extension curves for two rather different pulling velocities $v$. As anticipated in Section 2, these force-extension curves are not strictly linear, though the actual non-linearities are rather tame. More importantly, from these curves we conclude that $f_0(s)$ is in fact practically identical for different pulling experiments at one and the same velocity $v$. Comparing the curves for different velocities $v$, there are notable but still rather small differences. In particular, the concomitant $v$-dependence of $g(f)$ in (6) could by far not explain the findings in Fig. 3. Therefore, we are bound to conclude that the experimentally observed data in Fig. 3 are incompatible with the assumption expressed by Eq. (1).

We note that an evaluation of the same experimental data along the standard method in this context has been published by Bartels et al. (2003) (see Fig. 4 therein).
Fig. 3. The functions $\tilde{g}_v(f)$ vs. force $f$ for six different pulling velocities $v$. The rupture forces for the DNA fragment $\text{expE1/E5}$ and the regulatory protein ExpG as obtained via dynamic AFM force spectroscopy by Bartels et al. (2003) have been evaluated according to (7), (8). Each depicted point corresponds to one rupture event at $f = f_n$ in (7). Accordingly, in between the depicted points, the functions $\tilde{g}_v(f)$ in (8) exhibit a trivial, piecewise constant behavior (not shown).

and that in this way the above incompatibility remains undetectable.

7. Discussion

To our knowledge, all dynamic force spectroscopy experiments investigating single chemical bond strengths so far rely in their quantitative interpretation of the observed data on the first assumption from Section 2, encapsulated by Eq. (1). Therefore, the resolution of the above reported incompatibility with this assumption is a challenge of foremost importance both theoretically and experimentally. In particular, one has to convincingly explain the following two main features of Fig. 3:

(i) For any fixed pulling velocity $v$, the function $\tilde{g}_v(f)$ still shows the same typical qualitative features as for the "idealized" numerically generated data in Fig. 2. (ii) With increasing pulling velocity $v$, the curves $\tilde{g}_v(f)$ "move upwards" in Fig. 3.

Since the rate law (1) is certainly correct for asymptotically slowly varying forces $f(t)$ (cf. Section 2), this feature translates via (6) into the conclusions that with increasing pulling velocity $v$, bond ruptures become increasingly more likely than predicted by the rate law (1). Presently, we are not yet in the position to propose a convincing resolution of this puzzle. We can only offer a discussion of our so far attempts.

7.1. Small rupture forces

Rupture events occurring at very small rupture forces $f$ cannot be distinguished from thermal fluctuations and other artifacts (see Fig. 4) and are therefore missing in the experimental data set. This problem can be circumvented by introducing a threshold $f_{\text{min}}$ and a priori restricting oneself to a statistical ensemble of rupture events that occur at rupture forces larger than $f_{\text{min}}$. The associated modified probability of bond survival up to a pulling force $f$ then satisfies by construction $p_v(f_{\text{min}}) = 1$. As a consequence, Eqs. (4) and (5) remain valid for all $f \geq f_{\text{min}}$, while in (6) the lower integration limit has to be replaced by $f_{\text{min}}$. For any preset value of $f_{\text{min}}$, it then still follows that under the assumptions expressed by Eqs. (1)–(3), the quantity $-v \ln p_v(f)$ will be independent of the pulling force $f$. 

velocity $v$ for all $f \geq f_{\text{min}}$. In fact, Fig. 3 has been obtained in this way with $f_{\text{min}} = 24 \text{ pN}$. By choosing even higher values of $f_{\text{min}}$, such as $f_{\text{min}} = 50 \text{ pN}$ or $f_{\text{min}} = 100 \text{ pN}$, we did not observe any clear tendency towards a better data collapse onto a single master curve.

7.2. Intermediate energy barriers

In the simplest case, the chemical reaction path underlying the rate law in (1) proceeds from a bound, metastable state across an energy barrier (activated state) towards a dissociated product state. In more general cases, which we cannot exclude a priori, there may exist additional intermediate metastable states separated by additional intermediate energy barriers (Evans and Ritchie, 1997; Merkel et al., 1999; Strunz et al., 2000). It is not immediately clear whether such additional local minima and maxima along the reaction path might lead under experimentally realistic conditions to a breakdown of the assumption expressed by (1) or not. However, if such a breakdown should occur, then this would only be possible in a way that with increasing pulling velocity, bond ruptures become increasingly less probable than predicted by the rate law (1), in contrast to the above mentioned experimentally observed feature (ii). The reason is a follows: even in the presence of intermediate energy barriers, for every fixed value of the force $f$ which possibly may play a role in the experiment, a statistical ensemble of decay processes will approach a quasi-steady probability distribution within that part of the state space (reaction path) which describes the not yet dissociated chemical bond. Its integral is identical to the probability of bond survival up to time $t$ and satisfies a rate law of the form (1) but with a fixed value of the force $f$. Furthermore, the associated parametrically $f$-dependent decay rate $k(f)$ will of course be an increasing function of the force $f$ that is applied to the chemical bond. Turning to the case that the force $f(t)$ increases with time, the only way that the validity of the accompanying instantaneous rate law (1) can be violated is that the probability distribution of not yet dissociated bonds does not have enough time to settle down to the accompanying quasi-steady distribution. Rather, it will “lag behind” that instantaneous quasi-steady distribution and hence the instantaneous decay probability will be smaller than predicted by (1).
7.3. Several reaction pathways

A natural extension of the viewpoint put forward in the preceding Section 7.2 is to assume that the decay process of the chemical bond may not always proceed along the same reaction path (Balsera et al., 1997; Paci et al., 2001). Restricting ourselves to the simplest case (Bartolo et al., 2002), we assume that there are just two different reaction pathways of relevance. Furthermore, along each of them there may exist additional intermediate metastable states. A specific example is depicted in Fig. 5. Each metastable state is labeled by an index $i$ and is characterized by its instantaneous population $p_i(t)$. Transitions from state $i$ to state $j$ are described by a rate $k_{ij}(f)$, while recombination reactions from the dissociated state back to a metastable bound state are neglected (Evans, 2001). All together, the decay of any state $i$ is then governed by a reaction kinetics of the form

$$\frac{dp_i(t)}{dt} = -k_i(f(t))p_i(t) + \sum_{j \neq i} k_{ji}(f(t))p_j(t).$$

(16)

Our first remark is that within such a description we implicitly extend the first assumption from Section 2 in so far as now each rate appearing in (16) is assumed to depend only on the instantaneously acting force $f(t)$. The justification is (Evans and Ritchie, 1997; Merkel, 2001; Evans, 2001) that intramolecular thermal relaxation processes into the “accompanying” quasi-steady distribution within each separate metastable state are much faster than the time scale on which the applied force $f(t)$ significantly changes (Evans and Ritchie, 1999). The salient difference with (1) and its justification is that now we have already separated out all possibly “dangerous” slow processes—namely transitions between metastable states—from the truly very fast relaxation processes within each metastable state. Therefore, the present assumption is much weaker and can safely be taken for granted for all experimentally realistic forces $f(t)$. In fact, the only case known to us in which this assumption becomes problematic are heme proteins at low temperatures, where they exhibit “glass-like” properties (Frauenfelder and Wolynes, 1985; Frauenfelder et al., 1991).

For any fixed value of the force $f$, the full kinetics (16) can be reduced (Strunz et al., 2000), after initial transients have died out, to an effective single-rate law of the form (1) with

$$p(t) = \sum_i p_i(t).$$

(17)

However, for sufficiently quickly varying forces $f(t)$ such a reduction is no longer possible since the transitions between different states are then too slow to let the distribution of probabilities among these states settle down to their accompanying quasi-steady state values. Put differently, the above mentioned transients have no time to die out.

In short, an extended reaction kinetics (16) allows us to quantitatively explore the range of validity of the assumption expressed by (1) and, in case it breaks down, to go in a physically meaningful way beyond it. We also note that the situation discussed in the preceding Section 7.2 is recovered as a special case, namely several metastable states arranged along a single reaction path.

Concerning initial conditions, it is natural to assume thermal equilibrium among the metastable states and to assign probability zero to the dissociated state. The former condition is tantamount to detailed balance symmetry (Hänggi et al., 1990), i.e.

$$p_i(0)k_{ij}(0) = p_j(0)k_{ji}(0)$$

(18)
for all $i$, $j$, and the latter to the normalization
\[
\sum_{i} p_i(0) = 1. \tag{19}
\]

Regarding the force dependence of the rates $k_{ij}(f)$ and $k_i(f)$, we focus on the same standard functional form (Bell, 1978; Evans and Ritchie, 1997) as in (12), i.e.
\[
k_{ij}(f) = k_{ij}(0) \exp(\alpha_{ij} f), \quad k_i(f) = k_i(0) \exp(\alpha_i f). \tag{20}
\]

As can be seen from Fig. 4, the force-extension characteristics $f_0(s)$ is not perfectly linear, but still very well approximated by a linear behavior of the form (cf. (14))
\[
f_0(s) = \kappa s, \quad \kappa = 3 \text{pN nm}^{-1}. \tag{21}
\]

Focusing on the specific example from Fig. 5, we have numerically determined bond survival probabilities $p_v(f(t)) = p_v(t)$ up to a pulling force $f = f(t)$ according to (16)-(21) for various realistic sets of parameters $k(0)$ and $\alpha$ in (20). The main qualitative features of the resulting functions $g_v(f) \equiv -v \ln p_v(f)$ were always the same. Hence, we restrict ourselves to the parameter set that came closest to the experimentally observed results in Fig. 3, namely
\[
k_{12}(0) = k_{21}(0) = k_1(0) = k_2(0) = 0.3 \text{s}^{-1} \tag{22}
\]
\[
\alpha_{12} = \alpha_{21} = 0 \text{pN}^{-1}, \quad \alpha_1 = 0.1 \text{pN}^{-1}, \quad \alpha_2 = 0.02 \text{pN}^{-1}, \tag{23}
\]
i.e. without external force the ligand–receptor complex has two equivalent "internal states", while under force their "internal" transition rates remain unaffected but their individual dissociation rates become different. The resulting functions $g_v(f)$ for the same pulling velocities as in Fig. 3 are depicted in Fig. 6. While there are many similarities between the two figures, there remain significant discrepancies. As already mentioned, these discrepancies can not be further diminished by choosing other parameters than in (22) and (23).

In conclusion, taking into account several reaction pathways does indeed lead to a violation of the assumption expressed by (1) and reproduces nicely several of the experimentally observed main features, but still does not satisfactorily explain all of them. In par-
ticular, the convergence of the curves at large forces in Fig. 6 is absent in Fig. 3.
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